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Executive Summary 

Deliverable D3.8 summarises all the work done in WP3, Tasks 3.2 and 3.4 to develop a methodology - the 
Dynamic Risk Assessment (DRA) - for the continuous assessment of High Impact Low Probability (HILP) risks 
in the rapidly changing circumstances of mass gathering events, in order to implement the control measures 
necessary to ensure an acceptable level of safety and/or security. The document summarises and updates 
the findings reported in Deliverable D3.3, D3.4 and D3.6 with the results of the further discussion with the 
involved LEAs and the technological LETSCROWD partners, the feedback from the Practical Demonstrations 
and some implementation details. 

The proposed DRA methodology is inspired by the network Intrusion Detection Systems (IDS) approaches 
based on the analysis of Weak Signals (WS). 

A WS can be defined as “A seemingly random or disconnected piece of information that at first appears to be 
background noise but can be recognized as part of a significant pattern by viewing it through a different frame 
or connecting it with other pieces of information”. 

The basic idea is to update all risks identified and assessed during the Static Risk Assessment (SRA) carried 
out at the early-planning stage by  

• Analysing the dynamically-generated possible precursors (i.e. the collected weak signals) of threats 
related to the risks identified during SRA; 

• Bringing to the attention of a security operator those precursors that are above a certain threshold (that 
represents the level of importance of each precursor) to be further analysed and confirmed or discarded; 

• Change the level of risk to which the considered precursor refers accordingly. 

On the basis of the proposed WS definition, the logic behind the proposed methodology can be summarised 
in the following steps: 

1. Collect, from heterogeneous sources (sensors), the WSs potentially representing precursors of threats to 
the crowd; 

2. Analyse each collected WSs and verify if, when correlated with other existing WS, can represent a more 
significant precursor of a threat for the crowd, i.e. a Suspicious Pattern (SP); 

3. Present the identified SP to an operator together with the attached metadata and ancillary information 
to evaluate it; 

4. Re-assess accordingly all those risks for the crowd the SP refers to. 

The DRA methodology has been validated on a scenario jointly created with Ertzaintza on the Bilbao area and 
has shown that DRA is effective and helps distinguish irrelevant alerts. 

Moreover, the proposed DRA methodology has the following advantages over more traditional approaches:  

• Searches for out-of-the-ordinary behaviour, allowing for detection of previously unseen threats; 

• Allows memory of hypotheses and data rejected by security analysts; 

• While introducing a semi-automatic approach, DRA leaves key analytic choices with analysts; 

• Notices what analysts are watching and asking. 

Finally, the DRA approach has been implemented in the LETSCROWD Server and will be adequately tested in 
the coming Practical Demonstrations. 
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1 INTRODUCTION 

1.1 PURPOSE OF THE DOCUMENT 

As described In the DoA, this report will describe “the overall dynamic risk assessment methodology to 
effectively produce policies and deploy technologies following the ESM principles”. 

1.2 SCOPE OF THE DOCUMENT 

The scope of Deliverable D3.8 is to summarise all the work done in WP3, Tasks 3.2 and 3.4 to develop a 
methodology - the Dynamic Risk Assessment (DRA) - for the continuous assessment of High Impact Low 
Probability (HILP)  risks in the rapidly changing circumstances of mass gathering events, in order to implement 
the control measures necessary to ensure an acceptable level of safety and/or security. The document 
summarises and updates the findings reported in Deliverable D3.3, D3.4 and D3.6 with the results of the 
further discussion with the involved LEAs and the technological LETSCROWD partners, the feedback from the 
Practical Demonstrations and some implementation details. 

1.3 STRUCTURE OF THE DOCUMENT 

The document is structured along the following lines: 

• Section 2 summarises all the main aspects of the Dynamic Risk Assessment (DRA) methodology as it has 
been designed across the project’s life; 

• Section 3 provides the details of the DRA implementation into the LETSCROWD Server; 
• Section 4 offers the conclusions drawn and the way forward to test the DRA in the Practical 

Demonstrations. 

1.4 DEFINITIONS 

Table 1 proposes a list of definitions that will be used across the entire document to clarify the meaning of 
the main concept introduced by the proposed approach. 

 

Table 1 - Definitions 

Term Definition 

Dynamic Risk 
Assessment 
(DRA) 

The Dynamic Risk Assessment is defined by the Health Protection Agency (HPA)1 in UK 
as the “continuous assessment of risk in the rapidly changing circumstances of an 
operational incident, in order to implement the control measures necessary to ensure 
an acceptable level of safety”. 

In LETSCROWD the Dynamic Risk Assessment definition can be modified as follows: 
“The continuous assessment of risk in the rapidly changing circumstances of mass 
gathering events, in order to implement the control measures necessary to ensure an 
acceptable level of safety and/or security”. 

Hazard Something that is dangerous and likely to cause damage. 

                                                             
1 http://www.istr.org.uk/docs/dymamicriskassessment.pdf  
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Term Definition 

Mass Gathering A Mass Gathering event can be defined (1) as: “more than a specified number of persons 
(which may be as few as 1000 persons although much of the available literature 
describes gatherings exceeding 25000 persons) at a specific location for a specific 
purpose (a social function, large public event or sports competition) for a defined period 
of time. In the context of this document, an organised or unplanned event can be 
classified as a mass gathering if the number of people attending is sufficient to strain 
the planning and response resources of the community, state or nation hosting the 
event”. 

Safety Safety is defined in the Cambridge Dictionary (2) as “a state in which or a place where 
you are safe and not in danger or at risk”. 

Security Security is defined in the Cambridge Dictionary (2) as “Protection of a person, building, 
organization, or country against threats such as crime or attacks by foreign countries”. 
From a LEA prospective the definition of the word “security” implies, in addition to the 
above, also the activities of conservation of general public safety. 

Situational 
Awareness 

According to (3) “Situational awareness is the perception of the elements in the 
environment within a volume of time and space, the comprehension of their meaning 
and a projection of their status in the near future”. 

Threat An expression of intention to inflict evil, injury, or damage. 

Weak Signal A weak signal can be defined (4) as “A seemingly random or disconnected piece of 
information that at first appears to be background noise but can be recognized as part 
of a significant pattern by viewing it through a different frame or connecting it with 
other pieces of information”. 
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2 THE DYNAMIC RISK ASSESSMENT (DRA) METHODOLOGY 

2.1 INTRODUCTION 

From the continuous interaction with the LEAs involved in the project and with project’s partners it has been 
possible to agree on the following statements: 

• The main threats of interest for LETSCROWD are those linked to terrorism including lone wolves and 
domestic extremisms, since the risks associated to clashes between different groups (e.g. hooliganisms) 
are already well known by LEAs and much more predictable in terms of dynamic behaviour. 

• Given the above assumption, most of the risks to be considered are falling within the High Impact Low 
Probability (HILP) category, thus making difficult to collect data on likelihoods and consequences. 

• The Static Risk Assessment (SRA) phase of the involved LEAs appears to be well structured according to 
standard principles of risk assessment and therefore it can provide a good estimation of the static risks 
when planning the event. 

• The difficulty in collecting statistical evidence on the most critical threats makes the qualitative 
approaches more appropriate for the dynamic assessment of risks, taking also into account the need to 
have the “person in the loop”. 

• The dynamic assessment of risks is an essential element of any decision support tool aimed at improving 
the situational awareness while protecting critical infrastructures and/or soft targets (e.g. mass gathering 
events) against HILP risks. 

The design of the LETSCROWD Dynamic Risk Assessment for High Impact Low Probability (HILP) risks has been 
grounded on the above statements and also inspired by and centred around the prescriptions of the 
European Union initiatives on the security of citizens as described in the following Section 2.2. 

2.2 THE NEED FOR DRA AS PART OF THE ESM 

The Internal Security Strategy for the European Union (5) has defined a European Security Model (ESM). The 
ESM consists of “common tools and a commitment to: a mutually reinforced relationship between security, 
freedom and privacy; cooperation and solidarity between Member States; involvement of all the EU's 
institutions; addressing the causes of insecurity, not just the effects; enhancing prevention and anticipation; 
involvement, as far as they are concerned, of all sectors which have a role to play in protection – political, 
economic and social; and a greater interdependence between internal and external security”.  

In particular, the ESM prescribes the following: 

• “… stronger focus on the prevention of criminal acts and terrorist attacks before they take place can help 
reduce the consequent human or psychological damage, which is often irreparable. Our strategy must 
therefore emphasise prevention and anticipation, which is based on a proactive and intelligence-led 
approach … Furthermore, it is necessary to develop and improve prevention mechanisms such as 
analytical tools or early-warning systems.” 

• “This allows us to deepen our understanding of the different types of threats and their probability and 
to anticipate what might happen …” 

• “Guidelines for hazard and risk-mapping methods, assessments and analyses should be developed as 
well as an overview of the natural and man-made risks that the EU may face in the future.” 

The need of tools similar to the proposed Dynamic Risk Assessment has been confirmed by: 

• The Security Strategy in Action (6): Five steps towards a more secure Europe – that in its OBJECTIVE 5: 
Increase Europe's resilience to crises and disasters it foresees the adoption of an all-hazards approach 
to threat and risk assessment (Action 2) 
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• The European Agenda on Security (7) – that amongst its objectives has “Protecting critical 
infrastructures, such as transport infrastructure, and soft targets, for instance at mass public events, 
present real challenges for law enforcement, public health authorities and civil protection authorities. 
The EU and the Member States cooperate to assess risks, evaluate mitigation strategies, gather best 
practices and produce guidance. The Commission helps practitioners by developing handbooks to assist 
their daily work, for example in the area of aviation security.” 

• The European Programme for Critical Infrastructure Protection (EPCIP)2 that “sets the overall framework 
for activities aimed at improving the protection of critical infrastructure in Europe - across all EU States 
and in all relevant sectors of economic activity. The threats to which the programme aims to respond are 
not only confined to terrorism, but also include criminal activities, natural disasters and other causes of 
accidents” 

• The European Union Counter Terrorism Strategy (8) that, under the four identified pillars “prevent”, 
“protect”, “pursue” and “respond”, includes  “Develop a risk based approach to capability assessment – 
focusing on preparing for those events which are judged most likely to occur, and which would have the 
greatest impact – will enable the Member States to develop their capabilities to respond in the event of 
an emergency” 

• The EU Internal The Comprehensive Assessment of EU Security Policy (9) where the assessment carried 
out suggests that “In the area of soft target protection, the work on raising awareness and fostering 
cooperation should be continued and further developed. The assessment indicates that there is a need 
to develop a comprehensive approach to support soft target protection which could include aspects such 
as a risk assessment methodology, insider threats and vetting procedures, detection capacity, raising 
public awareness and training citizens, engaging with private stakeholders and harnessing new 
technology, in particular on detection and security by design.” 

Therefore, the DRA is fully in line with EU directives and initiatives and can target: 

• Directly the Law Enforcement Agencies (LEAs) that have the means and skills to implement DRA in their 
systems; 

• System integration companies having in their product portfolio risk assessment solution for LEAs or 
critical infrastructures; 

• Private and public managers of critical infrastructures. 

2.3 THE ROLE OF DRA IN THE MANAGEMENT OF RISKS OF MASS GATHERING EVENTS 

The assessment of risks for mass gathering events typically develops along 3 different phases as defined in 
Deliverable D2.2, section 2.2.4 (10): 

• Event Preparation; 

• Event Execution; 

• Post Event. 

The Event Preparation phase can be then further subdivided into 2 different stages: 

• Early Planning, in which the decision to organise the event is taken and in which risks are statically 
assessed; 

• Pre-Event, in which the decision to organise the event is taken, participants are not yet present at the 
venue and organiser and LEAs are putting in places all the possible measures to guarantee safety and 
security.  

                                                             
2 European Commission - Migration and Home Affairs, “Critical infrastructure,”: http://ec.europa.eu/dgs/home-affairs/what-we-
do/policies/crisis-and-terrorism/critical-infrastructure/index_en.htm  
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The sequence of the phases is shown in Figure 1; the 4 phases differentiate themselves for  

• The time that separates the phase from the mass gathering event; 

• The amount of available information, the trustability/reliability of the collected information and related 
tools to process it; 

• The possible consequences for the crowd; 

• The available reaction time for LEAs to sense information, process it, evaluate potential threats and 
related risks, act and mitigate them. 

 

 
Figure 1 - The Static & Dynamic Risk Assessment stages 

 

In particular: 

• In the Early Planning stage, the organiser decides to plan for an event that will gather crowd in a given 
venue. In this phase the organiser, quite often together with the involved LEAs, implements a traditional 
risk assessment. This phase is essentially a Static Risk Assessment (SRA) activity: there is no real-time 
information flow and all assessments and decisions are taken on the basis of existing data, standards and 
good practices, geomorphological and architectural characteristics of the venue, experience of involved 
stakeholders, and lessons learnt from past similar events (11), (12). This stage takes place typically at 
least some weeks before the date of the event. 

• The Pre-Event stage lasts from the end of the Early Planning Phase until the point at which LEAs start to 
enact the plan (for example when the first person arrives in the boundary of the event, or when LEA 
officers are in place ready for the event - this could be a number of hours before the start of the event). 
Therefore, LEAs and organiser have time for reactions and therefore enough time to run models and 
simulations as well as relatively complex algorithms for correlating/fusing in space and time the different 
sensed weak signals. 

The proposed DRA methodology can be effective in both the Pre-Event and Event Execution phases, but it 
offers the most important contribution to the Pre-Event phase in which 

• Threats and related risks are evolving and can be confused due to the fact that weak signals, individually, 
cannot be normally identified as confirmed precursors of a given threat. 
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• LEA’s personnel can dynamically evaluate risks to the crowd without the pressure of the crowd at the 
event’s venue evaluating possible options and evolving scenarios. 

2.4 THE DRA APPROACH 

As anticipated in the previous sections, in the Pre-Event stage, the nature of the threats is still unclear, and 
the LEA's operational mode is as defined in directives and regular operational SOP's.  This is a relatively slow 
Dynamic Risk Assessment phase (see Figure 2 for a flowchart of the process) in which LEAs and organiser, 
starting from the static risks assessed in the Event Planning stage, must:  

• Listen to all possible weak signals potentially related to the security of the event and identify the possible 
threats associated to them for which many different weak signals could be considered as precursors; 

• Try to process (correlate) the different weak signals in order to see if they can contribute to increase or 
decrease the level of each related risk; 

• Dynamically update the risk levels according to: 

o Whether the collected weak signals information is correlated; 

o Whether the unforeseen events occur during the event preparation; 

o The new intelligence information is generated and gathered in this phase; 

• Manage the uncertainty associated with the different possible risks; 

• Evaluate whether they modify the risk level; 

• Re-plan the mitigation measures according to the modified risk levels. 

 

 
Figure 2 - The approach for the Pre-Event stage 
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In this phase all possible risks are assessed and managed, independently of their level.  

The proposed methodology is inspired by the network Intrusion Detection Systems (IDS) approaches as those 
proposed by (13) based on the analysis of Weak Signals (WS). 

As reported in Section 1.4, a WS can be defined as “A seemingly random or disconnected piece of information 
that at first appears to be background noise but can be recognized as part of a significant pattern by viewing 
it through a different frame or connecting it with other pieces of information” (4). 

The basic idea, as already anticipated, is to update all risks identified and assessed during the Static Risk 
Assessment (SRA) by  

• Analysing the dynamically-generated possible precursors (i.e. the collected weak signals) of threats 
related to the risks identified during SRA; 

• Bringing to the attention of a security operator those precursors that are above a certain threshold (that 
represents the level of importance of each precursor) to be further analysed and confirmed or discarded; 

• Change the level of risk to which the considered precursor refers accordingly. 

On the basis of the proposed WS definition, the logic behind the proposed methodology can be summarised 
in the following steps (see Figure 3): 

1. Collect, from heterogeneous sources (sensors), the WSs potentially representing precursors of threats to 
the crowd; 

2. Analyse each collected WSs and verify if, when correlated with other existing WS, can represent a more 
significant precursor of a threat for the crowd, i.e. a Suspicious Pattern (SP); 

3. Present the identified SP to an operator together with the attached metadata and ancillary information 
to evaluate it; 

4. Re-assess accordingly all those risks for the crowd the SP refers to. 

 
Figure 3 - The DRA approach 

 

In the following sections the DRA methodology is described in its constituent steps. 

2.5 SENSORS, PRECURSORS, ATTACK MODES AND THREATS 

The sensors to detect threat precursors can be those listed in Table 2 (provided as example and not 
exhaustive, the list can be extended according to LEAs needs):   
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Table 2 - Possible sensor’s types 

Sensor 
ID Sensor type Description 

S01 Cyber Threat Intelligence (CTI) 
Detection of cyber-attack that can directly or indirectly 
compromise the security of the event, e.g. Distributed Denial 
of Service (DDoS) to the network supporting CCTV system. 

S02 Human-Centred Computer 
Vision (HCCV) 

Any camera-related system (fixed, mobile or drone-mounted) 
with the attached processing (including, e.g., face recognition, 
number plate recognition, motion detection, people tracking, 
3D crowd fluxes based on stereo cameras, etc.). 

S03 Semantic Intelligence (SI) Detection of conversation on Open Sources or Social Networks 
that could represent a precursor of a threat. 

S04 Human as a Sensor (HS) 

It can be a member of the public, a policeman, a member of the 
staff, someone from intelligence services or agencies etc. each 
one obviously with its own credibility. This includes the 
operator of the CMPT. 

S05 Physical Sensor (PS) Mobile and/or wearable thermal sensors, explosive sensors, 
metal detectors, etc. 

 

Each Weak Signal is related to - alone or in combination with other WSs - one or more Precursors (see 
examples in Table 3) of possible Attack Modes (Table 4) corresponding to possible Threats to the crowd 
considered in LETSCROWD (Table 5). These tables were already reported in Deliverables D3.4 and D3.6 and 
have been updated using partners’ experience and available reports (14) (15). 

Although the list of Precursors in Table 3 is detailed, it is important to bear in mind that new threats can 
materialise as a conjunction of details that can subjectively be interpreted as such when they are assessed 
within a given context, place, time, attitude and situation. Determining a generic and fixed list of threats’ 
precursors limits other possible threats, so it is necessary to take into account other possible situations that 
together with others and under the human eye, may become a new threat. This aspect is therefore explicitly 
taken into account in the DRA methodology described in Section 2.7 when dealing with Suspicious Signs and 
Patterns that can be generated either by automatic rules or by the person-in-the-loop identifying and 
correlating specific weak signals. 

The Threat information is mainly used to set-up the event scenario (e.g. to a priori select the sources of 
information on which to crawl information knowing the expected threat) than to assess risk levels: when 
dealing with dynamic risk assessment is key to anticipate Attack Modes and the reason for the attack is less 
important. 

 

Table 3 - Possible threat's precursors 

Precursor 
ID Precursor description 

P01 Filming, taking notes or photographs, or watching for extended periods, focusing on security 
cameras, hallways, fire exits, access and egress routes   

P02 People behaving strangely 
P03 People bringing unusual packages into event  

P04 People found in off limits areas, particularly near plant or server rooms or places of 
concealment  
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Precursor 
ID Precursor description 

P05 Vehicles parked in suspicious circumstances (e.g. vehicle parked near the venue, with one or 
more people remaining in the vehicle, for longer than would be considered usual) 

P06 Anomalous vehicle  

P07 Similar responses or suspicious activities (e.g., hoax devices or bomb threats) in multiple 
locations 

P08 Suspicious social network activities (e.g. chat on social media that could be related to a 
possible attack to the crowd) or web content (e.g. a blog post urging to attack the crowd) 

P09 Splitting into groups (signalling multiple points of attack)  
P10 Identical luggage carried by several persons  
P11 Abandoned object 
P12 Cyber-attack to critical infrastructures  
P13 Traceable signs of radicalisation on social media 
P14 Group of people with similar symbols (clothing, flags, etc.) 
P15 Mobilisation via social media 
P16 Vehicle entering a pedestrian area 
P17 Vehicle stolen 
P18 Person collapsing 
P19 People fighting 
P20 High conjunction 
P21 Crowd restricted movements 
P22 Individual wearing clothing not suitable with the conditions of the location, time and weather 
P23 Individual whose luggage is not compatible with his appearance  
P24 Individual carrying a baggage that is disproportionately heavy to its dimension  
P25 Individual showing nervousness or fear in front of police 
P26 Individual showing interest for security, procedural and/or organisational aspects 
P27 Two or more persons secretly keeping in touch  
P28 Flying drone (or any other UAV) 

P29 
Pattern or series of false alarms indicating possible testing of security systems and 
observation of response behaviour and procedures (bomb threats, leaving hoax devices or 
packages) 

P30 The same vehicle and different individuals or the same individuals in a different vehicle 
returning to a location(s) 

P31 Delivery vehicles arriving at the event at the wrong time or outside of normal hours. 

P32 Recent damage to perimeter security, breaches in fence lines or walls or the concealment in 
hides of mortar base plates or assault equipment 

P33 Attempts to disguise identity - motorcycle helmets, hoodies, etc. or multiple sets of clothing 
to change appearance 

P34 Extended wait in line for tickets or admission (can be a precursor for crowd control problems) 

P35 Malicious acts requiring multiple responses with the need of specialized or technical 
equipment that reduces LEAs’ resources allocated to the event.  
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Precursor 
ID Precursor description 

P36 A significant incident or several minor incidents that require a commitment of resources to 
investigate or mitigate 

P37 Unusually high number of calls for service or incidence of activities inconsistent with typical 
patterns within the area of responsibility 

P38 Burn marks or discoloration on walls, doors, ground, and/or floor; presence of unusual odors 
or liquids 

P39 Unusual or unpleasant odours, chemical fires, brightly coloured stains, or corroded or rusted 
metal fixtures in otherwise dry and weather-protected environments 

P40 Injuries or illness inconsistent with explanation 

P41 
Stealing or diverting something associated with a facility/infrastructure (e.g., badges, 
uniforms, identification, emergency vehicles, technology, or documents [classified or 
unclassified]) that are proprietary to the facility 

 

Table 4 - Possible Attack Modes 

Attack Mode ID Attack Mode description 
AM01 (Squad of) Suicide bomber(s) 
AM02 Vehicle used as weapon (vehicle ramming) 
AM03 VBIED Vehicle-Born Improvised Explosive Device 
AM04 Bomb/IED (e.g. in an abandoned object) 
AM05 CBRN attack 
AM06 Cold steel (e.g. stabbing) 
AM07 Hijacking of social networks 
AM08 Shooting 
AM09 Combined attack (two or more attacks simultaneously launched against the event) 
AM10 Riot 
AM11 Fire 
AM12 Drone-based attack 
AM13 Hostages 
AM14 Aircraft used as weapon 
AM15 Sniper 

 

Table 5 - Possible Threats to the crowd considered in LETSCROWD 

Threat ID Threat description 
T01 Terrorism 
T02 Domestic extremism 
T03 Lone wolf 
T04 Clashes between different groups 
T05 Connected criminal activities 
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2.6 WEAK SIGNAL (WS) 

The Dynamic Risk Assessment (DRA) system bases its reasoning on the receipt and processing of Weak Signal 
(WS), the minimum quantum of information managed by the DRA.  

Each Weak Signal generated by a sensor is sent to the LETSCROWD server for further processing embedded 
in a message containing the following minimal information: 

• A unique ID; 

• The absolute time t in which it has been detected; 

• The geolocation (x, y) - if available; 

• The signature of the detection, i.e. all the features related to what it has been detected by the sensor 
using a pre-defined semantic (e.g. using keywords); 

• A multimedia snapshot of what has been detected to help the operator to confirm, discard (false alarm) 
or amend the detection of the sensor. 

Each Weak Signal detected by Sensor m has a Significance (S) value assigned to it that is a combination of 
(see Section 2.8 for a more detailed discussion on reliability and credibility): 

• The Credibility (C) of the Sensor m that introduces a measure of the degree of confirmation in detecting 
the considered precursor; 

• The Reliability (R) of the detection that characterises the source (sensor) independently from the 
considered item of information; 

• The Time Distance (TD) from the event (a speeding car can be considered differently if it is happening 3 
days before the event or during the event). Typically, the closer the WS detection time t to the event 
execution the greater the TD value, but, since also WSs that are far away in time and distance may well 
still carry a high value of information it is important to those also into consideration by reasoning on their 
criticality (see Section 2.7.4). 

The Significance of the considered Weak Signal detected at time t by the Sensor m ranges in the [0, 1] interval 
and is computed as follows: 

 

𝑆(𝑊𝑆) =
𝛼	𝐶(𝑚) ∗ 𝛽	𝑅(𝐼𝐷) ∗ 𝛾	𝑇𝐷(𝑡)

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑖𝑛𝑔	𝐹𝑎𝑐𝑡𝑜𝑟
∈ [0,1] 

 

where:  

• C and R are typically integer between 1 and 5 (where 1 is very low and 5 is very high); 

• TD is a value in [0, 1]; 

• The Normalising Factor keep S(ID) in [0, 1]; 

• a, b and g are correcting factors to tune the role of each factor in the product. 

As stated above, Significance assumes values in the [0, 1] interval, where 0 means no significance and 1 
maximum significance. 

2.7 SUSPICIOUS SIGNS AND PATTERNS 

When a WS is received it is necessary to process it to evaluate if it can become, alone or in a group, of interest 
for the event. To this end two more structures are introduced: 
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• Suspicious Sign (SS), build by a single WS that has sufficient significance to become an SE; 

• Suspicious Pattern (SP), two or more WS can create a SP if they have sufficient significance and are linked 
together according to one of the criteria described below (see Section 2.7.2). 

Each SS or SP shall be linked to one or more threat Precursors amongst those listed in Table 3, Section 2.5 
and, possibly to one or more Attack Modes amongst those listed in Table 4, Section 2.5. 

2.7.1 Suspicious Sign 

A WS can become a Suspicious Sign (SS) per se according to its Significance and/or other conditions set in 
the system (e.g. the Sensor that has generated it, the specific detection that requires attention independently 
from the reliability of the detection, etc.). In this case, the Significance of the SS becomes the Significance of 
the WS: 

 

𝑆(𝑆𝑆) = 𝑆(𝑊𝑆) 
 

Intelligence Alerts (IA), i.e. those signals coming from the intelligence services, can be considered a special 
Suspicious Event with maximum Significance S(IA) = 1. 

2.7.2 Suspicious Pattern 

A WS alone could be insignificant, but when put in combination with other WS could become important. 
Therefore, the WS could be grouped into a Suspicious Pattern (SP). To build a Suspicious Pattern at least 2 
(two) WS are necessary. 

The Suspicious Pattern can be generated: 

1. Before the event takes place, using the LEAs’ knowledge that defines the rules for building the patterns. 
The knowledge is specific to each LEA and mechanisms to share it according to existing EU/international 
protocols could be considered; 

2. Dynamically, during event preparation and execution, using an automatic grouping of WS using logic 
similar to those currently used, for example, at some airport security checks: 3 or more credible WS 
(precursors) “simultaneously” (i.e. within a short period of time) coming from different sources of 
information can be considered as SP. The minimum number of credible WS can be adapted to the specific 
local conditions; 

3. Dynamically, using data analytics that works on all received WS and generates suspicious pattern. There 
are more and more increasing concerns for intelligent systems to automatically discover unexpected 
behaviours or anomaly events from weak signals. Recently, researchers started to publish deep learning 
techniques to automatically learn high-level representations, and then avoid the requirement of domain 
experts in designing features (16) (17) (18). 

Therefore, Suspicious Patterns can be of 7 types: 

• Group (GSP): a set of WS (or SS or SP) without time and geographic constraints. The attention of the 
operator is raised when at least a subset of WS (or SS or SP) belonging to the pattern is received with a 
reasonable degree of significance. It is sufficient to have received the WS independently of the time 
sequence in which they are detected to raise the attention of the operator; 

• Sequence (SSP): a set of WS (or SS or SP) that need to be received in the correct sequence. An example 
of a Sequence is the Abandoned Object Pattern. It has 3 WS:  

1. Individual with a bag; 

2. Bag left unattended (from a steward); 
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3. Individual leaving the scene for a given time (e.g. 10 minutes); 

It is necessary to detect the 3 precursors in the correct order to raise the attention of the operator. 
Another possible example is the following: 

1. Three individuals, e.g. wearing the same hat and carrying the same backpacks, arrive in the scene; 

2. One of them approaches a steward trying to gather information regarding the security systems and 
procedures; 

3. The 3 are separating to 3 different parts of the venue and disappear from the cameras; 

4. Backpack left unattended (from police); 

• Area (ASP): a set of WS (or SS or SP) confined in the same area received in a pre-defined time interval. In 
this case the constrain is on being all within the same area; 

• Distance from Hot Spots (DHSSP): a set of WS (or SS or SP) in a pre-defined time interval all at a distance 
from Hot Spots shorter than a given threshold (e.g. three events close to both the French and British 
consulates); 

• Simultaneous Group (SGSP): the grouping is generated using the strategy of “simultaneous events” 
described above; 

• Data Analytics (DASP): the grouping is generated using data analytics approaches for example through 
the generation of new rules on the basis of data collected in the past. A possible approach is described 
in (19), where Suspicious Activity Reports (SAR) collected by 911 emergency operators are analysed to 
identify and prioritise cases of interest from the large volume of SARs; 

• Operators Group (OSP): the grouping is generated by the operator that groups 2 or more WS (or SS or 
SP) according to his/her experience. 

SPs can have a Significance value associated to them that is computed using the Significance values of all the 
elements of the tree connected to it.  

The formula to combine Significance values for an SP with 2 WSs contributing to it with significance S1 and S2 
respectively, is derived from Certainty Factors (20) theory: 

𝑆(𝑆C	𝑎𝑛𝑑	𝑆E) = 𝑆C + (1 − 𝑆C) ∗ 𝑆E 

Having more than 2 WSs contributing to the same SP, it is possible to iteratively apply the proposed formula 
as follows (in case of 3 WSs with Significance S1, S2 and S3, respectively): 

 

𝑆C	HIJ	E = 𝑆(𝑆C	𝑎𝑛𝑑	𝑆E) = 𝑆C + (1 − 𝑆C) ∗ 𝑆E 

𝑆C	HIJ	E	HIJ	K = 𝑆(𝑆C	HIJ	E	𝑎𝑛𝑑	𝑆K) = 𝑆C	HIJ	E + (1 − 𝑆C	HIJ	E) ∗ 𝑆K 

 

Using the LEAs expert knowledge, the overall idea is to build a tree of possible events (Weak Signals, 
Suspicious Signs, Suspicious Patterns) related to the mass gathering, on which the DRA is being undertaken. 

2.7.3 Examples of generation of SP from collected WSs 

An example of the mechanism proposed by DRA in detecting precursors of threats is given in the following. 

• The first step is the grouping of type GSP of an anomalous vehicle whose continuous presence in the 
scene is confirmed by multiple sensors as shown in Figure 4. This SP cannot be considered as threat but, 
if correlated with other elements it can contribute to raise the attention of the operator. The Significance 
value of the Suspicious Pattern SP6 in Figure 4 is SSP6 = 0,9996568. 
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Figure 4 - An example of SP of type GSP  

 

• The second step introduces a new series of SEs and SPs that corroborate the suspect of a vehicle ramming 
threat (see Figure 5): 

o An information about a stolen truck; 
o A vehicle entering a pedestrian area; 
o A vehicle speeding. 

These elements, combined together, may indicate the risk of a Vehicle Ramming attack. 
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Figure 5 - An example of a grouping of elements indicating a possible vehicle ramming attack 

 

A more detailed example of the application of the DRA methodology with concrete numbers based on the 
Bilbao scenario is given in the following Section 2.7.3.1 and 2.7.3.2. 

2.7.3.1 The Bilbao scenario 

The Bilbao scenario, agreed with Ertzaintza, starts 4 weeks before a planned mass gathering event in a 
stadium. 

4 weeks before the event 

T01 -  DRA receives WS01 based on a citizen’s phone call registered in the ZUTABE emergencies’ database: 
“A black van with French number plate has been parked a week ago on Road A” (Road A is a road 
nearby the Area of Interest and therefore receives a special attention by ERT). 

T02 -  ERT commander decides to ask the nearby bank, the video recording of the last week to detect if 
something strange happened in the area. 

T03 -  DRA receives WS02 from VA applied on the video recorded by the bank: “Two individuals are entering 
and leaving the van twice in the same day placing 2 bags in the van each time”. 

T04 -  DRA receives WS03 based on a call from the same citizen, 2 days after: “The same black van remains 
parked”. 

T05 -  Using the existing rules, SP01 “Suspicious car” is created by DRA grouping WS01, WS02 and WS03. 

T06 -  The ERT operator is alerted by the DRA tool and decides to send a policeman to check the car. 

T07 -  The policeman goes to Road A and verifies the suspicious vehicle and by checking the number plate 
discovers that it is a car used to store goods by some citizens living in the neighbourhood. The 
policeman therefore sends a message to the User to discard SP01 being a nuisance alarm. 

2 weeks before the event 

T08 -  DRA receives an Intelligence Alert IA01: “Risk of potential terrorist attack” that raises the alert level 
from 1 to 3. 
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T09 -  DRA receives WS04 from VA: “A red truck is entering an area close to the Red Zone of the event” (in 
this case it remains a pure weak signal without follow-up, but if the same truck appears again many 
times it could become a suspicious pattern according to protocols). 

T10 -  DRA receives an Intelligence Alert IA02: “Car rental in Madrid has noted a non-returned yellow van 
with 6 wheels and plate number [2018 LET]”. 

T11 -  DRA receives WS05 from VA: “Plate number [2018 LET] has been detected by the radar control on 
motorway AP08 nearby Bilbao”. The car was speeding but the delay between the detection and the 
processing has not allowed to stop the car. 

T12 -  Using existing rules, DRA creates a new Suspicious Pattern SP02 “Suspicious car” grouping IA02 and 
WS05. 

1 week before the event 

T13 -  DRA receives an Intelligence Alert IA03: “Terrorists present in the Bilbao area”. 

T14 -  ERT decides to 

a. Define, around the Area of Interest, the most internal perimeter in which vehicles are not 
allowed from the day before the event (Red Zone) and the buffer zone (Orange zone) in which 
only certain categories of vehicles are allowed from the day before the event (e.g. residents’ cars, 
couriers’ vans, etc.); 

b. Set-up specific hidden CCTV-cameras equipped with VA; 
c. After being activated by the Intelligence Alert IA03 (and authorised by a judge), a vehicle with 

automated OCR for registration plate number recognition of the Bilbao’s Municipal Police (BMP) 
is patrolling the area around the Area of Interest and collecting all plate numbers to detect 
suspicious behaviours. 

T15 -  DRA receives WS06 from VA: “A brown truck is entering an area close to the Red Zone of the event”. 

T16 -  DRA receives WS07 from VA: “A red van is entering an area close to the Red Zone of the event”. 

T17 -  DRA receives WS08 from the OCR on-board the BMP vehicle “Plate [2018 CRO] present in the Orange 
zone” (the systems is obviously receiving all the plate numbers of all cars in the area). 

T18 -  DRA receives WS09 from VA: “A blue car is entering an area close to the Red Zone of the event”. 

T19 -  DRA receives WS10 from the OCR on-board the BMP vehicle “Plate [2018 CRO] present in the Orange 
zone”. 

T20 -  DRA receives WS11 from a steward of the stadium “A non-authorised person tried to enter the stadium 
with false credentials”. 

T21 -  DRA receives WS12 from the OCR on-board the BMP vehicle “Plate [2018 CRO] present in the Orange 
zone”. 

T22 -  Using existing rules, DRA creates the SP03 “Suspicious vehicle with plate [2018 CRO]” (simultaneous 
group SGSP), grouping WS08, WS10 and WS012 (the same car passing 3 times the same place in a short 
period - it could be a vehicle exploring the area).  

T23 -  The operator alerts the commander that authorises patrols to stop the vehicle with plate [2018 CRO] 
for a security check. The car is stopped, and the passengers are found with a camera with pictures of 
all the security installations of the Area of Interest. 

T24 -  DRA receives WS13 from a steward of the stadium “A non-authorised person carrying big back-pack 
tried to enter the stadium hiding himself in a group of organiser’s workers”. 
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T25 -  DRA creates SP04 “Probing security” grouping (ASP) WS11 and WS13. The operator is alerted, the 
commander recognises the increased terrorist risk and escalates the level of alert from 3 to 4. 

The day of the event, with crowd outside the stadium queuing to enter 

T26 -  DRA receives WS14 from VA counting people above a given threshold: “The crowd is becoming quite 
dense”. 

T27 -  DRA receives WS15 from VA: “A yellow van with 6 wheels is violating the Red Zone of the event”. 

T28 -  Using the existing rules, SP05 “Ramming vehicle” is created by DRA grouping SP2 and WS15. 

T29 -  The user is alerted by the DRA tool and decides, for example, to  

a. Alert the policemen in the area close to where the yellow van has been detected; 
b. Run the Real Time Evacuation (RTE) tool or a pre-computed simulation from the Crowd Modelling 

and Planning (CMP) tool to evaluate if the existing crowd (measured by WS14) can quickly 
evacuate the place and gets a negative answer; 

c. Alert the policemen to stop the yellow van with any possible mean since the crowd cannot be 
evacuated. 

d. Escalate the level of alert from 4 to 5. 

2.7.3.2 The DRA implementation on the Bilbao scenario 

To better explain the proposed DRA methodology, in the following is shown an example of its application 
using dummy (but realistic) values to Credibility and Reliability of sensors applied to the ERT scenario 
described in Section 2.7.3.1. 

The example starts by defining, prior to start the scenario, the credibility of the different sensors involved: 
the proposed values are shown in Table 6. 

 

Table 6 - Sensors' credibility for the DRA example 

Sensors Credibility 
Citizen 2 
HCCV behaviour 2 
HCCV plates 5 
HCCV vehicles 4 
HCCV crowd density 4 
Intelligence 5 
Steward 5 

 

In Table 7 the sequence of received Weak Signals or computed Suspicious Patterns and the related 
calculations is presented. 
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Table 7 - The DRA flow of data and related calculations 

 
 

At each step, according to the scenario described in Section 2.7.3.1, the following steps are implemented: 

1) On the basis of the received WS, the corresponding values of sensor’s credibility and reliability and the 
time distance from the event are identified. 

2) The Significance is then computed using the formulas shown in Section 2.7 (with a, b and g set to 1 for 
the sake of simplicity) and normalised to get values in the [0; 1] range. 

3) Through the application of the DRA rules (see some examples in Section 2.7) the Suspicious Signs or 
Patterns are created and, if necessary, Alert Level is modified. 

2.7.4 Critical elements 

Suspicious Events and Patterns, when triggered by WSs, can be then classified as: 

• Non-Critical, i.e. elements that do not constitute an immediate threat to the crowd; 

• Critical, i.e. elements that constitute an immediate threat to the crowd. 

Critical Suspicious Events and Patterns shall be brought immediately to the attention of the operator that 
should take the necessary mitigation actions. 

2.7.5 Crowd Density 

To determine a risk level to people attending the mass gathering, the number of people at risk needs to be 
tested and known. The higher the crowd density over a pre-set threshold, the greater the risk. Equally, the 
greater number of people that may be affected by the threat, the greater the risk. The crowd modelling and 
planning tool (CMP) has been designed to aid this aspect of the DRA. It allows the LEA to determine a forecast 
level of crowding specific to the mass gathering being considered. This is important as each event will be 

Time Signal/Pattern Sensor Description Reliability R TD Significance Norm. Significance Alert Level
T01 WS01 Citizen Suspicious Vehicle 4 1 8 0,06
T02
T03 WS02 HCCV Suspicious Behaviour 3 1 6 0,05
T04 WS03 Citizen Suspicious Vehicle 4 1 8 0,06
T05 SP01 DRA Rule Suspicious Vehicle 0,17
T06
T07 1
T08 IA01 Intelligence Possible terrorist attack 5 2 50 0,40 3
T09 WS04 HCCV Red truck 5 2 40 0,32
T10 IA02 Intelligence Stolen yellow van 5 2 50 0,40
T11 WS05 HCCV Suspicious plate detected 5 2 50 0,40
T12 SP02 DRA Rule Suspicious Vehicle 0,64
T13 IA03 Intelligence Terrorist presence 5 3 75 0,60
T14
T15 WS06 HCCV Brown truck 5 3 60 0,48
T16 WS07 HCCV Red van 5 3 60 0,48
T17 WS08 HCCV Suspicious plate detected 5 3 75 0,60
T18 WS09 HCCV Blue car 5 3 60 0,48
T19 WS10 HCCV Suspicious plate detected 5 3 75 0,60
T20 WS11 Steward Suspicious person 5 3 75 0,60
T21 WS12 HCCV Suspicious plate detected 5 3 75 0,60
T22 SP03 DRA Rule Suspicious Vehicle 0,94
T23
T24 WS13 Steward Suspicious person 5 3 75 0,60
T25 SP04 DRA Rule Probing security 0,84 4
T26 WS14 HCCV Quite dense crowd 4 5 80 0,64
T27 WS15 HCCV Yellow van 5 5 100 0,80
T28 SP05 DRA Rule Ramming vehicle 0,93 5
T29

WS01 & WS02 & WS03

Reaction due to SP05

SP01 deleted after operator's check
Patrol sent to check

Reaction due to IA03

Reaction due to SP03

SP02 & WS15

WS11 & WS 13

WS08 & WS10 & WS12

IA02 & WS05
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unique: overcrowding is a relative concept; 100 people in a small room may constitute high density, but the 
same 100 people spread out over a park in a city centre would not. 

Therefore, using the CMP, the LEA is able to forecast the number of people in different areas of the event at 
different times, and this information can be used to determine whether Crowd Density is low or high during 
the event execution stage by comparing the expected density with that measured by sensors or simply by a 
visual comparison of density provided by the CMP against CCTV footage. 

An example from the CMP tool is given below around the stadium in Bilbao, where the crowd density and 
number of people are calculated. 

 
Figure 6 - Zone A crowd density being calculated in CMP 

 
Figure 7 - Zone B crowd density being shown in 3D for a visual comparison and check with CCTV 

2.7.6 Risk Level 

Using the above methodology, the Risk Level can be computed using escalation approaches. A possible 
approach could be: 

• IF (Time Distance from the event is Far) AND (no Critical SE or SP are triggered) THEN (the Risk Level is 
Very Low); 



 

 

 

 

D3.8 LETSCROWD ESM implementation guidelines for crowd protection 27 / 52 

Law Enforcement agencies human factor methods and Toolkit 
for the Security and protection of CROWDs in mass gatherings 

 

• IF (Time Distance from the event is Far) AND (some Non-Critical SE or SP are triggered) THEN (the Risk 
Level is Low); 

• IF (Time Distance from the event is Far) AND (at least one Critical SE or SP is triggered) AND (Crowd 
Density is Low) THEN (the Risk Level is Medium); 

• IF (Time Distance from the event is Close) AND (at least one Critical SE or SP is triggered) AND (Crowd 
Density is Low) THEN the Risk Level is High; 

• IF (Time Distance from the event is Close) AND (at least one Critical SE or SP is triggered) AND (Crowd 
Density is High) THEN the Risk Level is Very High. 

The proposed Risk Level could be referred to either the whole event or the specific attack modes. 

Clearly, exact IF-THEN rules, thresholds and quantities need to be defined by LEAs according to their 
protocols, rules, experience including also socio-political and environmental conditions. 

2.8 CREDIBILITY AND RELIABILITY OF SENSORS TO GENERATE WEAK SIGNALS 

As reported in the Annex to STANAG 2022, Edition 8 (21) “the aim of information evaluation is to indicate the 
degree of confidence that may be placed in any item of information which has been obtained for intelligence. 
(...) This is achieved by adopting an alphanumeric system of rating which combines a measurement of the 
reliability of the source of information with a measurement of the credibility of that information when 
examined in the light of existing knowledge”. 

In STANAG 2022: 

• The reliability characterises the source independently of the considered item of information; 

• The credibility introduces a measure of the degree of confirmation: the more an item of information is 
confirmed, the higher its credibility and, conversely, the more an item of information is contradicted by 
others, the less credible it becomes. Credibility of the source clearly depends on the environmental 
conditions and the LEAs approach to collect the different sources of weak signals and therefore can only 
be evaluated after having analysed the outcome of the Practical Demonstrations (PDs). 

The following sections discuss the reliability of the sensors generating Weak Signals (WSs) considered in 
LETSCROWD: 

• Human-Centred Computer Vision (HCCV); 

• Web Crawler; 

• Semantic Intelligence; 

• Human as a Sensor; 

• Crowd Modelling and Planning Tool (CMPT). 

To express the reliability of the sensors the scale in Table 8 is applied.  

 

Table 8 - The reliability scale 

Value Description 
5 Very Reliable 
4 Reliable 
3 Quite reliable 
2 Rather reliable 
1 Less reliable 
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For the Human as a Sensor the reliability scale is replaced by a more detailed discussion on the precursors 
considered and of the level of training (see Section 2.8.4).   

2.8.1 Human-Centred Computer Vision (HCCV) tools 

Considering the HCCV tools delivered in WP5, Table 9 summarises the generated weak signals, the related 
precursors and the reliability of the tool to detect the precursors based on the feedback received by the 
developers to be assessed during PDs. 

 

Table 9 - Reliability of HCCV-tools 

Generated WS Related precursors Detection reliability 
Estimated crowd 
density, from each of 
the available camera 
views 

Crowd density does not 
represent, per se, a threat 
precursor. However, it can 
play an important role to 
determine consequences. 

Reliability strongly depends on how much the 
images used to train the density estimator are 
representative of the operation scenario. In tests on 
benchmark, publicly available data sets where the 
density estimator was trained on the same camera 
views subsequently used for testing, the relative 
estimation error was around 10%, which can 
correspond to a reliability value of 4. This setting is 
however unlikely for LETSCROWD. In cross-
database evaluations (training and testing images 
coming from different cameras and locations) the 
estimation error was sometimes much higher. To 
keep estimation error low (with a reliability value of 
4) it is crucial to use a training set of images related 
to the ones acquired during operation: in the 
context of LETSCROWD this could be achieved by 
exploiting images or videos generated by the Crowd 
modelling tool of WP5.1, which is going to be tested 
in practical demonstrations. 

Presence of a specific 
individual in different 
points of the event 
venue: first observed 
by a LEA operator on a 
given video, then 
automatically 
detected by the person 
re-identification tool in 
videos from the same 
or different cameras. 
Each detection has to 
be confirmed by a LEA 
operator to avoid false 
alarms 

P01-P04 and P22-P26 The person re-identification tool works inherently 
with a man in the loop. If images of the individual of 
interest are present in the available videos and the 
software detects and returns them to the operator, 
then it can be assumed that the operator correctly 
recognises them. However, the pedestrian 
detection software may fail to detect a person, or 
the person re-identification software may place the 
images of the individual of interest far from the top 
of the returned list of images (possibly because they 
are not similar to the query image of the same 
individual, e.g., due to occlusions), which may 
prevent the operator from finding them (missed 
detections). These problems may happen in case of 
strong occlusions and low image quality (e.g., bad 
lighting conditions). Reliability should therefore be 
evaluated between 3 (for challenging operation 
scenarios) and 4: forthcoming practical 
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Generated WS Related precursors Detection reliability 
demonstrations will suggest the most suitable value 
in the context of LETSCROWD operation scenarios. 

Detection of patterns 
of crowd movements 
and related anomalies 
- still under design 

P09 and P19 This functionality is currently under design. 
The specific task of detecting anomalous crowd 
behaviours is known to be still very challenging for 
computer vision algorithms, and a man in the loop 
is required to check automatically generated alerts, 
to avoid false alarms. As in the case of person re-
identification tools, missed detections can also 
occur. Therefore, a reliability value not higher than 
3 is expected. 

Detection of vehicles 
in the scene 

P05 and P16 Current object detection software from images and 
videos are rather accurate in vehicle detection, 
including the one (based on deep learning) which is 
currently being used for pedestrian detection in the 
person re-identification and people search tools. A 
reliability value of 4 can be considered, to be 
confirmed after the forthcoming practical 
demonstrations. 

 

All the weak signals produced by the HCV tool will carry geographical information, since they are associated 
to cameras whose exact position (as well as the location of the monitored scene) is assumed to be known. 

 

2.8.2 Web Crawler 

The analysis of the reliability of the web crawler is reported in Table 10. As it is possible to note reliability is 
very high, but its applicability strictly depends on both privacy regulations and the terms of services of the 
social media services that in many cases do not allow automated crawling of published information. 

 

Table 10 - Reliability of the Web Crawler 

Generated WS Related 
precursors Detection reliability 

Sensitive email addresses which may 
be found within the sources 
monitored by the crawler 

P12 It depends on the source. An email found on 
INSTAGRAM may be less reliable (e.g. reliability = 
3) than another found on PASTEBIN or somewhere 
else (reliability ³ 4). 

Leaked documents/emails which 
may be found within the sources 
monitored by the crawler 

P12 5 

 

In principle such weak signals are not carrying any geographical information. 
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2.8.3 Semantic intelligence 

The analysis of the reliability of the semantic intelligence is reported in Table 11. 

 

Table 11 - Reliability of the semantic intelligence 

Generated WS Related 
precursors Detection reliability 

The semantic engine includes an 
alarm mechanism that allows security 
analysts to configure the criteria that 
trigger an alarm.  Each fired alarm is 
notified to the security analyst who in 
turn can send it as a weak signal to 
the PMT.   
An alarm tests, over a period of time, 
a list of conditions defined in terms of 
the semantic analysis output 
including: 
Number of web resources 
categorized in a taxonomy (e.g., 
crime taxonomy). 
Number of web resources 
mentioning a specific:  
Entity: Organization, Person, or 
places  
Term: word in general 
Number of web resources written 
with a minimum slang register: Crime, 
Cyber Illegal, or Military 
Therefore, the list of weak signals is 
dynamic and depends on the security 
analyst criteria. 

P08 A tool like the semantic analysis engine can be fine-
tuned for precision or recall, or a combination of 
both. A very precise system has a low recall, and a 
system with high recall has low precision. These 
systems are usually tuned for precision and recall at 
the same time which leaves error margin along the 
two evaluation dimensions (precision and recall). 
Therefore, the output of the semantic analysis 
needs to be assessed by a security analyst.  
 
Rather than sending a weak signal for each fired 
alarm automatically the semantic analysis engine 
notifies a security analyst that is in charge of 
verifying the alarm content and decides whether to 
send a weak signal or not to the policy making 
toolkit.  
The security analyst must define the reliability of 
the detection based on the information provided by 
the system and his background knowledge.  
 
  
 
 

 

2.8.4 Human as a Sensor 

While other sensors considered above, the Human as a Sensor can potentially detect all possible threat 
precursors identified in Table 3, with different reliability. 

To discuss the reliability of Human as a Sensor, it is necessary, first of all, to define some typical categories of 
persons from which it is possible to receive WSs before or during a crowded event. The person's "reliability 
as a sensor" is based on the following basic skills: 

• The level of his personal security awareness (citizens) – on average low reliability; 

• The level of his security education in general (police officers) – on average medium reliability; 

• The level of his specific education/training of suspicious signs in behaviour and appearance (police 
officers and stewards) – on average high reliability. 

Training programs of suspicious signs are of different levels, starting from basic security awareness course 
(1-2 days) up to high level course of 4-6 weeks that includes all parameters that might indicate suspicious 
behaviour, cultural patterns, body language interpretations, simulations, on the job training and others.   
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 The categories of "Specific Security Education" related to mass gathering events could be the following: 

• Police officers and Stewards that have been subject to high-level training on detecting suspicious signs in 
behaviours and appearances; 

• Police Officers with basic level of training on detecting suspicious signs in behaviours and appearances; 

• Stewards with basic level of training on detecting suspicious signs in behaviours and appearances; 

• Citizens without specific training on the matter, with some rare exceptions like Phoenix citizens (22). 

For each category identified above, their "reliability as sensor" of suspicious signs is discussed in the following 
sections. 

2.8.4.1 Highly-trained Police officers and Stewards 

The ability of LEAs to identify suspicious signals and the consequent reliability of their reports varies according 
to the institutional tasks they are assigned to. In particular, on the basis of the tasks to be performed, each 
Police Officer receives specific training. The most trained operators with the best acquired professional 
experience (and therefore originators of the highest reliable reports) are those who have specific tasks such 
as those related to prevention and public rescue (in practice all crime street units and anti-riots squads). 

Police officers and stewards which undergo targeted high-level training in identification of suspicious signs 
are considered the most reliable "human sensors" due to several reasons: 

• They use techniques of identification of WSs learnt and simulated during their preparation course and 
on the job training; 

• Usually the police officers and stewards employed in the mission are familiar with the local mentality, 
attitude and temperament of the citizens as well as the local environmental conditions and are efficient 
"sensors" in identifying bizarre circumstances that might indicate WSs; 

• They are also familiar with rules, values, attitudes and behaviours of specific groups that usually attend 
mass gatherings (i.e. political subgroups, sportive supporters, fan clubs, etc.…); 

• Police officers are employing techniques learned in other similar fields such as dealing with crimes and 
public disorder; 

• Police officers gain experience from past events and therefore their reliability is increased through trial 
and error processes; 

• Police officers are exposed to intelligence and threat information and know what to look for.   

Sometimes, high-level trained stewards are very reliable sensors, being their role focused on limited tasks 
like searching the people, guiding the crowd, etc. while police officers are dealing with other tasks (public 
order, traffic and others). Moreover: 

• They can be dedicated to the task of identifying suspicious signs during the event (while police officers 
are usually busy in many other tasks); 

• Quite often they are ununiformed and therefore not recognized by the public as LEA; 

• They can be of different gender, age etc., to be adapted to the type of the event; 

• Even if usually they don’t have the official power to act, their reporting could be of very high importance.  

2.8.4.2 Basic-trained Police Officers 

All police officers receive basic training to detect suspicious signs, enriched by the day to day practice to 
detect people or things out of the ordinary. Moreover, officers work in their patrol area, with knowledge and 
proximity to the environment and people, which helps to detect possible suspicious signs. Every day, before 
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leaving on patrol, in the briefing they receive information about what happened previously, crimes, 
perpetrators, victims, where, modus operandi, etc. 

However, the basic specific training is considered as an enrichment/improvement of the basic police officers' 
skills and not as real education program like the high-level course. Therefore, Police Officers which undergo 
basic training on detecting suspicious signs in behaviours and appearances are considered as moderately 
reliable for the following reasons: 

• They are lacking specific training in identification of suspicious activity even if their duties and police 
officers' training are in higher level than ordinary citizens.  

• They are well suited to identify crime and public disorder activity rather than suspicious activity. 

• They are not looking for the suspicious signs, nevertheless, once identified, they are able to deal with 
them. 

2.8.4.3 Basic- and Medium-trained Stewards 

As pointed out in Section 2.8.4.1, stewards, when properly trained, could be potentially extremely reliable in 
detecting suspicious behaviours. 

However, the level of training for stewards managing crowded events is extremely heterogeneous across 
Europe and, in most cases, legislation and/or best practices do not foresee/prescribe the required level of 
training to detect suspicious behaviours or signs as shown by the following examples: 

• The FIFA3 Stadium Safety and Security Regulation (23), in the section devoted to stewards’ training, refers 
to neither suspicious signs nor body language interpretation; 

• The City & Guilds4, a skills development company, offers a steward training course (Level 2) where the 
training units (24) are: prepare for spectator events, control the entry, exit and movement of people at 
spectator events, monitor spectators and deal with crowd problems, help to manage conflict, contribute 
to the work of the team, deal with accidents and emergencies; 

The only reference to the detection of suspicious behaviour is in a single module devoted to the 
identification of the obvious signs of the following types of crowd problems: 

o unexpected crowd movements; 

o local overcrowding; 

o over-capacity; 

o distress; 

o separation of individuals and groups; 

o unsociable behaviour; 

o unlawful behaviour; 

o entry into restricted areas; 

• The Italian regulation5 on the stewards for the football matches foresees a series of duties for the 
stewards (checking the tickets, avoiding the introduction of dangerous items using metal detectors, etc.) 
but nothing related to suspicious behaviours. 

                                                             
3 Fédération Internationale de Football Association 

4 https://www.cityandguilds.com  

5 Law Decree of the Ministry of Interior dated 8 August 2007 and its modification dated 24 February 2010 
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• On the contrary, a first interesting positive example is the training received by the stewards in charge of 
the FIFA World Cup thanks to the UEFA assistance to the Russian Football Union (FSU) in areas such as 
counter-terrorism measures and training stewards (25). 

This means that reliability of stewards can change sensibly and cannot be taken for granted. 

For the above reasons, LETSCROWD has decided to develop a training package for crowd protection based 
on human factor (D3.7) that includes specific modules dedicated to Suspicious Signs in Appearance and 
Behaviour and Suspicious Objects. 

2.8.4.4 Citizens 

Citizens are the less reliable category amongst the considered categories, for a series of reasons: 

• Quite often they do not report suspicious signs to authorities. As reported in (26), the motivations for 
not reporting are various and strongly depend on the environmental conditions: 

o Some people simply do not realize that what they have witnessed might be a precursor of future 
violence or live in towns where suspicious behaviour may actually be the norm. 

o Other citizens cannot afford to interact with authorities, either since they are involved in illegal 
activities, or they hate authorities or even they are considered as “snitch” if they speak with 
police. 

o Others refuse to report to authorities for fear or since they do not want to be involved in others’ 
business or do not see any obligation to contribute in any way to public security. 

o Others don’t want to bother police with what at first glance doesn’t seem important. They think 
that police have more important things to do and realise the importance only when something 
has happened. 

The exception is a very small category of citizens: those who have basic awareness for security and safety. 
Usually they will keep away from the "threat" and in most of the cases, report to the first responders. In this 
category fall the being part of the following initiatives: 

• The training and awareness courses for public workers like the PREVENT strand of the UK counter-
terrorism strategy6 (CONTEST), for which effectiveness of results is not yet fully assessed. 

• The Community Awareness Program® (CAP®) designed in accordance with and in support of the 
Department of Homeland Security “If You See Something, Say Something” campaign and the national 
Suspicious Activity Reporting (SAR) process and training7. 

The reliability of the information received from citizens is already coded by many LEAs. An example is the 
coding used by the Belgian police (similar to many others in EU): 

• Reliability information: 

o Heard and confirmed; 

o Heard and not confirmed; 

o Observed by source (who has passed on information); 

o Certain; 

• Reliability source: 

                                                             
6 https://www.gov.uk/government/publications/counter-terrorism-strategy-contest-2018  

7 https://www.thecell.org/cap/  
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o Reliable; 

o Mostly reliable; 

o Unreliable; 

o Not judgeable. 

2.8.4.5 The role of 112 operators in the DRA 

Being the front-end for most of the citizens that detects suspicious behaviours, emergency 112 operators, if 
adequately trained, may play a critical and fundamental role in  

• Improving both the reliability and the credibility of the Human as a Sensor, by posing the right questions 
to the caller trying to elicit as much knowledge as possible thus enriching the metadata embedded into 
the weak signals; 

• Playing the person-in-the-loop of the DRA approach (see Section 2.4), creating new Suspicious Patterns 
and/or validating the Suspicious Patterns automatically generated by the DRA (according to the 
procedure described in Section 2.7). 

2.8.4.6 Human as a Sensor: reliability scale 

From all the above, it is possible to synthesise the reliability of the Human as a Sensor according to the scale 
shown in Table 12. 

 

Table 12 - Reliability scale of the human as a sensor 

Position Level of reliability 
High-level trained Police officers 
and Stewards  5 

Basic-trained Police officers 3-4 
Citizens 1 

Stewards  It can vary from 1 to 4 depending from the level of training of the 
stewards concerned. 

 

This synthesis is purely indicative and can be modified according to country-specific level of training of the 
different categories of persons and the rules, practices and specific condition of each LEA. 

 

2.8.5 Crowd Modelling and Planning Tool (CMPT) 

Considering the CMPT, Table 13 summarises the general types of weak signal generated, the related 
precursors and the reliability of the tool to detect the precursors based on the feedback received by the 
developers to be assessed during PDs.  

The CMPT can model various scenarios for the mass gathering being assessed and can be continually updated 
throughout the pre-event and event execution stages where the DRA is applicable. In general, direct outputs 
from the simulation cannot be processed as a weak signal, due to the subjective nature of them. However, 
an expert operator would interpret this data for use in the DRA.  
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Table 13 - Reliability of CMPT 

Generated WS Related precursors Detection reliability 
Static geo-time-
located crowd risk 

All The static risk assessment is one basis on which the 
DRA can be conducted. Static risks are identified 
within the CMPT, usually relating to crowd safety or 
simulation findings, but any risk can be registered. 
The static risks may then be used within the DRA as 
weak signals. The reliability of such a WS is low 
because the risk may or may not be present. 

Forecasts crowd 
density for all areas of 
the mass gathering at 
any time 

Crowd density does not 
represent, per se, a threat 
precursor. However, it can 
play an important role to 
determine consequences 
and assess the risk level. 

Reliability depends on a number of factors, 
including the experience of the operator and 
knowledge of the event (if it is a recurring event) 
and the data input into the CMPT. However, 
because the CMPT does not necessarily provide a 
single answer - it can test a number of scenarios and 
is easily adaptable as new information is received, it 
can be considered robust. Thus, a reliability value of 
4 is expected. 

Forecasts of crowd 
movement patterns 
that cause 
bottlenecks, increase 
crowd density or 
increase waiting times 

P11, P21, P34 Scenarios would be run to determine whether 
certain situation lead to increased risk from a 
threat. For example, a bomb threat or similar may 
lead to bottlenecks as crowds attempt to leave the 
local area. These types of weak signal generated are 
only as reliable as the information used to generate 
them. Using the same example, the bomb threat 
being in a certain location needs to be correct, the 
number of people in the vicinity would need to be 
correct and the routes they evacuate via would also 
need to be correct. Therefore, the general reliability 
for this WS is relatively low, but could be increased 
dynamically depending on the operator’s 
judgement of accuracy. Because an expert operator 
is always in control of the weak signal, reliability is 
expected to be 3-5. 

 

All the weak signals, risks or consequences that are derived from the CMPT can be geolocated and also 
related to a time in the event if appropriate (the CMPT makes forecasts into the future of an event, but some 
information may not relate to specific times). 

2.9 RULES TO BE APPLIED TO CREATE SUSPICIOUS EVENTS OR PATTERNS 

The tables below represent a set of possible rules to be used to group (cluster) Weak Signals into Suspicious 
Pattern according to what has been described in Section 2.7 of this document. This is not intended to be a 
comprehensive set of rules, rather a relevant selection and good starting point. The practical application by 
different LEA groups would determine these rules for practical use and calibrate them for local 
implementation. Furthermore, methods outside the scope of LETSCROWD such as Machine Learning or 
Artificial Intelligence could help to derive these based on real data sets. 

Whenever possible, the rules are based on the detection of the Attack Modes and Threat’s Precursors 
described in Section 2.3 (in brackets within the rule as Pnn). 



 

 

 

 

D3.8 LETSCROWD ESM implementation guidelines for crowd protection 36 / 52 

Law Enforcement agencies human factor methods and Toolkit 
for the Security and protection of CROWDs in mass gatherings 

 

The proposed rules will be translated into coded rules to be interpreted by the SW tool supporting the 
Practical Demonstrations 

The rules are based on the following syntax: 

IF 

 WS(t) = Label(x) 

 AND WS(t+Dt1) = Label(y) 

 AND WS(t+Dt2) = Label(w) 

THEN 

 Create SP(t+Dt3) with Label(z) 

Where  

• WS(t) is a generic Weak Signal received at time t; 

• Label(x), Label(y) and Label(z) are generic pre-defined labels with which each Weak Signal is labelled 
upon receipt; 

• AFTER means that there is a time sequence to be respected (i.e. if the WS are received in the “wrong” 
order then the SP is NOT created); 

• NEARBY means that the considered WSs shall be localised within a predefined area; 

• PLATE <ABC> means that someone (a person or an automated plate recognition system) has detected 
that the involved car has <ABC> plate number; 

• NOT TYPICAL is an attribute attached to a WS (e.g. an abandoned object) typically by an operator 
that analyses the WS attached multimedia information and judges it as such; 

• APPROACHING is an attribute attached to specific WSs (e.g. detected vehicles) moving towards the 
event venue or surrounding hot spots; 

• CLOSE TO means that the WS is close to a specific place (i.e. the distance between the specific place 
and the WS geo-localisation point is below a given threshold)  

 

Table 14 - "Abandoned object" rule 

Name Abandoned Object 
Type  SSP 
Rule IF  

 Individual with a bag 
 AND AFTER Bag left unattended 
 AND AFTER Individual leaves the scene for a given time 
THEN 
 Abandoned object 

Threat(s) Bomb/IED (AM04) 
Parameter(s) A time parameter (e.g. 10 minutes) must be set for the individual leaving the scene to avoid 

many false alarms (e.g. the individual return into the scene after 30” after having thrown 
a piece of paper in the bin). 

Note(s) The time interval represented by AFTER needs to be defined for each scenario. 
The Abandoned Object may become a Suspicious Object according to various possible 
environmental conditions and specific circumstances 
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In many cases it is necessary to select only individuals with certain characteristics (e.g. age 
in a specific range). 

 

Table 15 - "Suspicious Object" rule 

Name Suspicious Object 
Type  SSP 
Rule IF  

 Abandoned Object 
 AND 
 Abandoned Object NOT TYPICAL 
THEN 
 Suspicious Object 

Threat(s) Bomb/IED (AM04) 
Parameter(s) NOT TYPICAL is an object that is not typical for the given environment (e.g. left by an 

individual that after placing it, is running away or the bag has signs of oil stains and/or 
wires) or the way in which it has been abandoned. 

Note(s) See previous rule. The distinction between abandoned and suspicious object differ from 
country to country, so these two rules could be modified to take into account local 
specificities (e.g. the time to wait until an object becomes an abandoned object). 

Table 16 - "Suspicious car accidents" rule 

Name Suspicious car accidents 
Type  SGSP 
Rule IF 

 Car accident 
 AND NEARBY Car accident 
 AND NEARBY Car accident 
THEN 
 Suspicious car accidents 

Threat(s) Three (or more) simultaneous car accidents may represent a tentative to block access (or 
evacuation) roads to the event place or to divert police officers from the event. 

Parameter(s) The car accidents shall be simultaneous (the time interval to define a sequence of events 
as simultaneous needs to be specified according to LEA’s practices. 

Note(s) The NEARBY concept must be defined for each event (e.g. in one of the roads bringing 
participants to the event). 
The time frame should be very close to the event start. 

 

Table 17 - "Suspicious Diversion Attack (similar responses)" rule 

Name Suspicious Diversion Attack (similar responses) 
Type  SGSP 
Rule IF 

 Explosion OR Fire far from event venue 
 AND Explosion OR Fire far from event venue 
 AND Explosion OR Fire far from event venue 
THEN 
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 Suspicious Diversion Attack 
Threat(s) Tactic used to draw LEA/first responders’ resources away from the intended primary target 

(15) 
Parameter(s) The Explosions shall be simultaneous. 

The concept of far from event venue shall be defined by the LEA according to its 
practice/experience 

Note(s) The Explosion can be replaced by (a combination of) other events with similar effects: e.g. 
putting fire on rubbish container on the road, multiple hoax devices, etc. 
The time frame should be close to the event start. 

 

Table 18 - "Testing Security" rule 

Name Testing Security 
Type  GSP 
Rule IF 

 Individual Taking Picture of Venue (P01) 
 AND 
 Individual NEARBY Sensitive Parts of the Venue 
THEN 
 Gathering Sensitive Information 

Threat(s) All possible attacks 
Parameter(s) NEARBY shall return all positions from which it is possible to take pictures of sensitive parts 

of the venue place (see notes). 
Note(s) Examples include taking pictures or video of infrequently used access points, personnel 

performing security functions (patrols, badge/vehicle checking), or security-related 
equipment (perimeter fencing, security cameras), etc. (15). 

 

Table 19 - "Suspicious Vehicle 1" rule 

Name Suspicious Vehicle 1 
Type  GSP 
Rule IF 

 Car Stolen (P17) WITH PLATE <plate no.>  
 AND Car Stolen WITH PLATE <plate no.> APPROACHING Venue 
THEN 
 Suspicious Vehicle 

Threat(s) Ramming or VBIED bomb attack 
Parameter(s) The NEARBY concept must be defined for each event (e.g. in one of the roads bringing 

participants to the event). 
Note(s) To make this rule effective, local legislation must allow “preventive” vehicle plate 

recognition 
 

Table 20 - "Suspicious Vehicle 2" rule 

Name Suspicious Vehicle 2 
Type  GSP 
Rule IF 
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 Overloaded Car (P06) 
 AND  
 Overloaded Car APPROACHING Venue 
THEN 
 Suspicious Vehicle 

Threat(s) Ramming or VBIED bomb attack. 
Parameter(s)  
Note(s) APPROACHING concept is any area defined by the operator in which no suspicious car 

should be present.  
Overloaded car can be detected by Human as a Sensor. 

 

Table 21 - "Testing Security" rule 

Name Testing Security 
Type  SGSP 
Rule IF 

 False Alarm (belonging to a set of pre-defined behaviours and close to hot spots) 
 AND  
 False Alarm (belonging to a set of pre-defined behaviours) 
 AND 
 False Alarm (belonging to a set of pre-defined behaviours) 
THEN 
 Testing Security (P29) 

Threat(s) Generic terrorist attack. 
Parameter(s) The False alarms shall be simultaneous. 
Note(s) The set of pre-defined behaviours. 

 

Table 22 - "Suspicious Behaviour" rule 

Name Suspicious Behaviour 
Type  SGSP 
Rule IF 

 An individual is wearing a heavy coat on a hot day with both hands are in the 
pockets of the coat 
 AND (after some time) 
 The individual is loitering in the vicinity of the event entrance  
THEN 
 Suspicious Behaviour (P22) 

Threat(s) Suicide bomber (AM01) or Cold steel (e.g. stabbing) (AM06) 
Parameter(s) Time parameter must be set before the start of the event, showing nervousness and trying 

to avoid contact with LEA. 
Note(s) Similar rules can be similarly defined using the other suspicious behaviours identified 

amongst the threats’ precursors identified in Table 3 (e.g. those from P23 to P27). 
 

Table 23 - "Crowd Risk" rule 

Name Crowd Risk 
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Type  SGSP 
Rule IF 

 Crowd Density ABOVE Threshold 
 OR 
 Evacuation Time GREATER THAN Threshold 
THEN 
 Evacuation Risk 

Threat(s) Not linked to a specific threat, but a potential risk of injuries and/or fatalities for the crowd. 
Parameter(s) The thresholds for the crowd density and evacuation time depend on the type of event, 

geo-spatial characteristics of the considered area and, more in general, environmental 
conditions. This can be determined using the CMPT and monitored by HCV or by visual 
comparisons. 

Note(s) The Evacuation Time can be computed in real time of pre-calculated for pre-determined 
crowd concentration areas (e.g. the area in front of a stadium’s entrance).  

 

Table 24 - "Suspicious Driving Behaviour" rule 

Name Suspicious Driving Behaviour 
Type  GSP 
Rule IF 

 Sequence of abnormal driving behaviours 
THEN 
 Suspicious Vehicle 

Threat(s) Ramming or VBIED bomb attack 
Parameter(s) Pedestrian zone or red area 
Note(s) Pedestrian zone or red area should be fixed ahead. Possible examples of abnormal 

behaviours are driving against the allowed direction, passing a junction with red light, etc. 
 

Table 25 - "Suspicious Theft" rule 

Name Suspicious Theft 
Type  SGSP 
Rule IF 

 Multiple thefts of chemicals in a short period of time, but far from event date 
THEN 
 Suspicious Theft 

Threat(s) Ramming or VBIED bomb attack 
Parameter(s) Time defined by the operator between a set of days before the event. 
Note(s) The time frame should be very close to the event start. 

 

Table 26 - "Suspicious Vehicle 3" rule 

Name Suspicious Vehicle 3 
Type  GSP 
Rule IF 

 Truck circulating  
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 AND  
 Area/s not permissible to trucks (or in specific hours not permissible to trucks) 
THEN 
 Suspicious Truck 

Threat(s) Ramming or VBIED bomb attack. 
Parameter(s) Area in city centre.  
Note(s) Not relevant for cars. 

 

Table 27 - "Suspicious UAV Flight" rule 

Name Suspicious UAV Flight 
Type  SSP or DHSSP 
Rule IF 

 UAV (Unmanned Aerial Vehicles) CLOSE TO Hot Spots 
 AND AFTER A Day 
 UAV CLOSE TO Hot Spots 
THEN 
 Dry Run 

Threat(s) Attack preparation 
Parameter(s) The detection of UAV can be done by the Human-as-Sensor  
Note(s) A recent proxy example is the escape from a French jail of the famous robber Redoine Faïd 

in July 2018 (27) that used drones to prepare its escape with a helicopter. 
 

Table 28 - "Suspicious Cyber-Attack" rule 

Name Suspicious Cyber-Attack 
Type  GSP 
Rule IF 

 Cyber-Attack on Victim <A> 
 AND  
 Victim <A> of the Cyber-Attack BECOMES linked to the Event 
THEN 
 Suspicious Cyber-Attack 

Threat(s) Attack preparation 
Parameter(s)  
Note(s) This rule highlights the possibility that a cyber-attack could compromise the resilience of 

the IT infrastructure of either the event organiser or the LEA in charge of protecting the 
event.  

 

Table 29 - "Suspicious Data Breach" rule 

Name Suspicious Data Breach 
Type  GSP 
Rule IF 

 Data Breach on Victim <A> 
 AND  
 Victim <A> of the Data Breach BECOMES linked to the Event 
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THEN 
 Suspicious Data Breach 

Threat(s) Attack preparation 
Parameter(s)  
Note(s) This rule highlights the possibility that a cyber-attack (e.g. from an insider) could steal data 

owned by a company linked to the event (e.g. the company managing the stewards) thus 
putting at risk the security of the event. 

 

Table 30 - "Diversion by Fake News" rule 

Name Diversion by Fake News 
Type  GSP 
Rule IF 

 Multiple explicit announcement of an imminent attack against a target 
THEN 
 Possible Diversion by Fake New 

Threat(s) Attack preparation 
Parameter(s) The detection of multiple explicit announcements can be implemented with web crawler 

and semantic intelligence. 
Note(s) The recent strategy of the “gilet jaune” in France (28) of diverting police forces by fake 

announcement (they announce for days a new event in Versailles and police was prepared 
for that, while they suddenly change the location in Montmartre) could be used also by 
terrorists. 

 

2.10 EXTENSION OF THE DRA METHODOLOGY TO OTHER SECURITY DOMAINS 

The Dynamic Risk Assessment (DRA) methodology allows to assess and manage the so-called High Impact 
Low Probability risks, i.e. all those risks for which there is insufficient statistical data to adopt more 
sophisticated approaches. 

Examples of High Impact Low Probability risks are: 

• Terrorism in all its forms; 
• Extremisms in all its forms; 
• Lone Wolf attacks. 

As already described in the previous sections, DRA is based on the collection and processing of weak signals 
using an approach that is independent from the security application. 

Therefore, even if DRA has been designed for the dynamic assessment of crowds during mass gathering 
events, the same methodology, mutatis mutandis, can be applied to: 

• Protection of critical infrastructures as defined by EPCIP, the European Programme for Critical 
Infrastructure Protection (29); 

• Protection of sensitive targets (embassies, consulates, etc.); 
• Protection of soft targets, i.e. locations that are relatively vulnerable to terrorist attacks due to their open 

access, structural characteristics and limited security. 
• Health & Safety risks through expanding the determined precursors, threats and attack modes.  
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3 THE IMPLEMENTATION OF DRA IN THE POLICY MAKING TOOLKIT 

3.1 THE LETSCROWD SERVER 

The LETSCROWD Server is a platform which contains several internal modules and receives information from 
external sources, stores them in a Data Base and displays them in a Web interface. 

The basic schema of the LETSCROWD server is the following: 

 
Figure 8 - LETSCROWD Server 

 

The LETSCROWD server contains the following information: 

• Events (Mass Gathering): is a planned public or social occasion. It can be modelled with more than 100 
fields included multimedia information. It has a geo-located venue associated and it can have many 
related signals. The relation between the event and signals can be displayed in a map or a graph. The 
event has internal policies associated which its fields accomplish.  

• Signals: a signal is a suspicious occurrence related to a signal or event which happens in a specific time. 
It contains information related to the importance of the signal, multimedia and location information. 
Signals can be entered directly by the LEAs or received externally by LETSCROWD Server. The basic type 
of the signals is determined by LEAS. There are also two kind of external signals: crawling and video 
signals, which are sent from external sources. 

• Policies: are the internal laws related to the LEAS.  
• Venues: it is the relevant place in which the event takes place. It contains multimedia and geographical 

information. 
• Finally, the LETSCROWD server has three internal modules: 
• DRA (Direct Risk Assessment):  is a module which evaluates the risk level of the event based on applying 

a set of predefined specific rules to the signals of the database. 
• SRA (Static Risk Assessment):is a module which stablish the risk level of the event based on the internal 

risks related to it. 
• PMT (Policy Making Tool): it is a module which evaluates the internal LEAS policies that a specific event 

accomplishes and check the policies that event meets  
• Online Message Application: is an online application for receiving and sending text and Multimedia 

Information from LEAS. 
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3.2 INTEGRATION OF DRA METHODOLOGY IN THE LETSCROWD SERVER 

3.2.1 The DRA architecture into the LETSCROWD Server 

The DRA is an internal module which establishes the risk level of a specific event based on applying rules 
predefined by LEAs to a set of (weak) signals and events stored in the database. These rules are based on 
events and signal information and the relation between them according to the approach described in 
Section 2.9. 

Once the set of DRA rules has been defined, suspicious patterns are created depending on which rules are 
triggered and then the severity and the risk level of the associated event is recalculated. 

The DRA rules are entered using a dashboard in which all the signals related to the event are shown. 

The DRA architecture in the LETSCROWD Server is shown in Figure 9. 

 
Figure 9 - DRA Architecture 

 

There is a client module in which the DRA rules are configured, i.e.  a dashboard in which the user can enter 
all the rules in pseudo code.  

The internal calculation of the DRA is based on a module which applies all the regular expressions and parses 
the information included (operators, numbers, punctuation, comments) looking ahead or behind and based 
on those results updates all the information in the DRA Database. These results are sent to the server using 
the Meteor technology8. 

The parts of the signals evaluated are the following: 

• Information fields: name, description, type, urgency, certainty, severity, source. The main part of the 
signal is the type. The types parsed in the DRA is the following: rescue, animal, vehicle, drugs, traffic, 
suicide, public, labour, person, bomb, theft, insult, threat. 

• Temporal information: stablish the distance on time. 
• Geographic Information: stablish the physical distance between many signals 

 

When all the information has been parsed, it is sent to the server. The main operations in the server are the 
following, depending on the parsed information: 

• near event: obtain the nearest event based on the distance from a signal/event. 
                                                             
8 https://www.meteor.com  
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• related event: obtain an event related to a signal. 
• isUnrelatedElement: obtains whether an element is unrelated. 
• addRelatedWith: adds a signal to other one related. 
• addRelationEvent: adds a signal related to an Event. 
• isNearFrom: obtains whether a signal is near to a specific geometry point an input distance. 
• isNearSignal: obtains whether a specific point is near to a venue related to the event which contains the 

signal. 
• nearSignal: obtains the nearest signal or event to a specific one a distance 
• related signal: obtains a signal related to other signals/events. 

The server evaluates all the DRA rules. It evaluates the type of signals entered as rules and compares it with 
all of the signals stored in the database. If the result of the evaluation is correct a new signal is created, and 
the risk level of any of the signals in the database is higher than that one, the risk level of the event will be 
updated. 

3.2.2 Interfaces to WP5 technologies to collect Weak Signals 

In the LETSCROWD Server there are two kind of (weak) signals: external and internal signals. In the creation 
of a signal, many parameters can be entered and one of them is the risk associated to it. 

Basically, there are three ways for the internal creation of signals: 

• Create a signal directly from the form, entering the basic parameters. 
• Create a signal from the server, using the APIS developed for the interaction with the database. 
• Create a signal with the Online Message Application module, when the text sent contains suspicious 

information. 
• Create a signal from the DRA module. 

Three external types of information have been made available: Crawling, Crowding and Video. Crawling and 
Video have been used for modelling two signals:  

• The crawling signal shows the crawling information related to the event in a specific time. Is has been 
modelled as a signal with its basic info and displays in a table all the links related to the crawling process 
and more information related to it as the time in which it is fired and sent. 

 

 
Figure 10 - Crawling Information 
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• The aim of the video signal is to display a video with the information of the specific time in which the real 
time detection system has detected a suspicious behaviour or pattern. So, there has been displayed a 
signal with the main information and displaying a video in the specific time in which the suspicious 
occurrence happens. 

 
Figure 11 - Video Information 

 

• Crowding information is set through the CMPT, with certain scenarios chosen to be displayed in interface 
with the information for the event. In this way, it can be used by the operator to input weak signals based 
on the crowd information or to compare the crowding detected by video with the forecasts made by the 
CMPT. 

 

 
Figure 12 - Crowding information 
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The crowding information that has been implemented is not intended to be comprehensive, but rather 
an example of the type of information that can be exchanged between the LETSCROWD server and the 
CMPT to benefit the DRA. 

3.2.3 The implementation of the DRA logic into the LETSCROWD Server 

When a specific event is created, some mandatory fields previously defined in a configuration file are set. 
Once it is created, all the fields can be used for evaluation using the DRA methodology. 

The following graph in Figure 13 displays the basic DRA process algorithm for the evaluation of the predefined 
rules: 

 
Figure 13 - DRA Evaluation Algorithm 

 

The server evaluates all the DRA rules. If the result of the evaluation is correct a new signal is created, and 
the risk level of the event is set to a different value. In case the DRA rules evaluation fails no actions will be 
taken by the server. 

The first thing that the DRA algorithm does is to check if the set of signals in the database accomplishes the 
DRA rules and creates new signals if needed. After new signals are created, the individual risk levels of the 
event are recalculated. 

An example of the DRA evaluation is shown in Figure 14. 

 
Figure 14 - An example of DRA evaluation 

 



 

 

 

 

D3.8 LETSCROWD ESM implementation guidelines for crowd protection 48 / 52 

Law Enforcement agencies human factor methods and Toolkit 
for the Security and protection of CROWDs in mass gatherings 

 

Here two type of signals have been defined “ACCIDENT” and “ROBO” (theft in Spanish). And the method used 
is to check that if any signal from the database is near to those signals create a new signal and update the 
risk level of the event. As one of the signals in the database related to it has a higher level than the last one 
the level of the related event is updated to it. 

3.2.4 Person-in-the-loop 

The LEAs personnel can interact with the DRA creating new rules in the Risk Rules dashboard for detection 
of suspicious signals and increase the risk level of the event. The dashboard permits the user to enter simple 
and complex sentences for the selection of different kind of signals depending on the type of the signal, the 
geographical distance and the distance in time. It is important that the LEA user who enters the DRA 
information will have an advanced knowledge of the LETSCROWD Web Tool and an experience in events 
management. 

The result of that would be the search of signals depending on the suspicious content of the event or past 
signals related to it, creating new signals related to the actual event. In this way there a complex and powerful 
ontology based on DRA commands can be created and used by the person-in-the-loop. 

Finally, the person-in-the-loop can control the process of creation of new suspicious patterns by confirming 
or rejecting the proposed suspicious pattern after the analysis of the metadata and the attached multimedia 
information. 

 

 



 

 

 

 

D3.8 LETSCROWD ESM implementation guidelines for crowd protection 49 / 52 

Law Enforcement agencies human factor methods and Toolkit 
for the Security and protection of CROWDs in mass gatherings 

 

4 CONCLUSIONS 

This document summarise all the work done in WP3, Tasks 3.2 and 3.4 to develop a methodology - the 
Dynamic Risk Assessment (DRA) - for the continuous assessment of risks related to High Impact Low 
Probability (HILP) threats in the rapidly changing circumstances of mass gathering events, in order to 
implement the control measures necessary to ensure an acceptable level of safety and/or security 

The first simulation of DRA on the Bilbao scenario discussed with Ertzaintza has shown that DRA is effective 
and helps distinguish irrelevant alerts. 

Moreover, the proposed DRA methodology has the following advantages over more traditional approaches:  

• Searches for out-of-the-ordinary behaviour, allowing for detection of previously unseen threats; 

• Allows memory of hypotheses and data rejected by security analysts; 

• While introducing a semi-automatic approach, DRA leaves key analytic choices with analysts; 

• Notices what analysts are watching and asking. 

Finally, the DRA approach has been implemented in the LETSCROWD Server and will be adequately tested in 
the coming Practical Demonstrations. 
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5.2 ACRONYMS 

 

Acronym Definition 
ASP Area Suspicious Pattern 
C Credibility 
CBRN Chemical, Biological, Radiological and Nuclear 
CCTV Closed-Circuit Television 
CTI Cyber Threats Intelligence 
CMPT Crowd Modelling and Planning Tool 
DASP Data Analytics Suspicious Pattern 
DHSSP Distance from Hot Spots Suspicious Pattern 
DL Data Logger 
DRA Dynamic Risk Assessment 
GIS Geographic Information System 
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Acronym Definition 
GSP Group Suspicious Pattern 
HCCV Human-Centred Computer Vision 
HS Human as a Sensor 
IA Intelligence Alert 
IED Improvised Explosive Device 
JR Juridical Recorder 
KB Knowledge Base 
LEA Law Enforcement Agency 
OSP Operator Suspicious Pattern 
PD Practical Demonstration 
PS Physical Sensor 
R Reliability 
S Significance 
SE Suspicious Event 
SI Semantic Intelligence 
SGSP Simultaneous Group Suspicious Pattern 
SP Suspicious Pattern 
SSP Sequence Suspicious Pattern 
SRA Static Risk Assessment 
TD Time Distance 
UAV Unmanned Aerial Vehicle 
UK United Kingdom 
VBIED  Vehicle-Born Improvised Explosive Device 
WS Weak Signals 

 


